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Abstract

This paperpresentanoverview of InternetQoS,covering
motivation andconsiderationgor addingQosSto Internet,
the definition of InternetQosS, traffic and servicespecifi-
cations,IntServandDiffServframavorks, datapathoper
ationsincluding packetclassification,shapingand polic-
ing, basicroutermechanismgor supportingQoS, includ-
ing queuemanagemerdandschedulingeontrolpathmech-
anismssuchasadmissiorcontrol,policy controlandband-
width brokers the meging of routing andQoS, traffic en-
gineeringconstraint-basebutingandmultiprotocollabel
switching(MPLS),aswell asendhostsupportfor QoS.We
identify someimportantdesignprinciplesandopenissues
for InternetQoS.

1 Intr oduction

Quality of Service(QoS)[15, 17]) hasbeenoneof theprin-
cipal topics of researchand developmentin packetnet-
works for mary years. This paperpresentsan overvienw
of InternetQoS.

The paperis structuredasfollows: Section2 discusses

motivation and specialconsiderationdor adding QoSto
the Internet. Section3 definesinternetQoS. After outlin-
ing two importantframaworks, integratedand differenti-
atedservice,in Section4, we presenbasicdatapathoper
ations,namelypacketclassificationshapingpolicing,and
two importantrouter QoS supportingmechanismsgueue
managemenandschedulingjn Section5. We shaw con-
trol path mechanismdn Section6, including admission
control,policy controlandbandwidthbroket In Section?7,

we coverthememging of InternetroutingandQoS,address-

ing traffic engineeringeonstraint-baserbutingandmulti-

protocollabelswitching(MPLS). In Section8, we discuss

endhostsupportfor QoS.We concludeby listing openis-
sues.

2 Motivation

humanfactors,e.g.,boundson delayfor interactve voice
communicationspr by businessneeds,e.g., the needto
completea transactiorwithin a giventime horizon.

QoScanbedescribedyualitatvely (relative) or quantita-
tively (absolute).Relatve QoSdefinitionsrelatethe treat-
mentreceved by a classof packetdo someotherclassof
packetswhile absolutedefinitionsprovide metricssuchas
delayor loss,eitherasboundsor asstatisticalindications.
Examplesof absoluteboundsare statementsuchas “no
morethan5% of thepacketwill bedropped’or “no packet
will experienceadelayof morethan100ms”. A setof such
statementsalongwith guaranteeaboutreliability, areof-
tencalleda ServiceLevel Agreemeni{SLA). Proportional
Qo0S[13, 14 triesto refineandquantifyrelative QoS.

As long as the sum of the bandwidthsof the ingress
links exceedgheminimumcapacityof anetwork,QoScan
be offeredonly in one of two ways: eitherby predicting
thetraffic andengineeringhe networkto makeviolations
of the committedQoS sufficiently unlikely or by restrict-
ing the total amountof traffic competingfor the samere-
sourcesIn mary casesthenetworkcapacityis effectively
partitionedby packetprioritization, so that higherpriority
traffic is largely unafectedby lower-priority traffic.

QoS guaranteegan be madeeither over an aggrgyate
of communicatiorassociationsor for anindividual group
of packetdelineatedn time. The latter is often called a
“flow”. QoSis assuredy reservingresourcesprimarily
bandwidthandsometimedbuffer space.

Excesgraffic canbe droppedeitherat the packetlevel
(policing) or at the flow level (admissioncontrol), asdis-
cussedater. Whennetworktraffic is limited via admission
control,packetiossandexcessve delayis replacecy flow
blocking. The networkhasto have sufficient capacityto
ensureonly modestlevels of flow blocking. (For exam-
ple, thetelephonenetworkis generallyengineeredo have
lessthan1% call blocking.) The permissibldevel of flow
blockingis oftenalsopartof anSLA.

Flow-level blocking is appropriateonly for applications
whoseutility functiondropsto zeroatsomenon-zerdand-
width. For thoseapplicationswaiting for availableband-
width is preferableto obtainingbandwidthinsufficient for
the application. As an example,considera networkwith

Quality of service(QoS)generallydescribesheassurance a bottleneckbandwidthof 1 Mb/s. If the networkis to be
of sufficiently low delayandpacketlossfor certaintypes usedfor voicecalls,with aminimumbandwidthof 64 kb/s
of application9r traffic. Therequirementganbegivenby anda tolerablepacketlossof 5%, no morethan 16 voice



callscanbeadmitted.If the17thcall is admitted thequal-
ity of all callsdropsbelow thetolerablethreshold,soit is

preferableo delayonecall in thatcase.We referto traffic

whoseutility functiondropsto zeroabove zerobandwidth
asQoS-sensitie.

It has been agued that data networks have a suffi-
ciently low utilization to make resourceresenation for
QoS-sensitie traffic unnecessaryHowever, while the av-
erageutilization in a networkmay be low, therearelikely
to be times and placeswhere congestionoccurs,at least
temporarily

Applicationsdiffer in their QoSrequirementsMost ap-
plications are loss-sensitie; while dataapplicationscan
recover from packetlossvia retransmissionlossesabove
5% generallyleadto very pooreffective throughput.Data
applicationssuchasfile transferare not generallydelay-
sensitve,althoughhumanpatiencamposedowerthrough-
putboundson applicationssuchaswebbrowsing. Contin-
uousmediaapplicationsuchasstreamingaudioandvideo
generallyrequirea fixed bandwidth,althoughsomeappli-
cationscanadapto changingnetworkconditions(seeSec-
tion 8.2).

This diversity of applicationamakesthe currentinternet
approachof offering the same,"best-efort” service,to all
applicationsinadequateSPsalso seeservicedifferentia-
tion asa wayto obtainhigherrevenuefor their bandwidth.

In short,it is likely thatat leastportionsof the Internet
will seeservicedifferentiationin the nearfuture [9, 33].
Sincebest-efort servicewill continueto be dominant,all
InternetQoSmechanismarelayeredontop of theexisting
Internetratherthanreplacingit with a new infrastructure.
Internetdesignprinciples[10] suchasconnectionlesser
vice, robustnes@andend-to-endrinciplesshouldsene as
a guidancefor ary proposedenhancemertb currentlnter
net.

3 Internet QoSDefinition

We defineQoSasproviding servicedifferentiatiorandper
formanceassurancéor Internetapplications.Servicedif-
ferentiationprovides differentservicesto differentappli-
cationsaccordingto their requirements.Performanceas-
suranceaddressedandwidth,loss, delay and delay vari-
ation (jitter). Bandwidthis the fundamentahetwork re-
source asits allocationdetermineghe applications maxi-
mumthroughputand,in somecasestheboundsonend-to-
enddelay Jitteris a secondaryquality-of-servicemetric,
sincea playoutbuffer at the recever cantransformit into
additionalconstantelay

Servicedifferentiationcan be perflow or at an aggre-
gate. A flow is commonlydefinedby a 5-tuple, namely
sourcelP addresssourceport numbey destinationlP ad-
dress,destinationport number andprotocol (UDP, TCP).
This fine granularity protectsflows from other possibly
misbehaing, applicationsbut scalespoorly in backbone
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Figurel: Tokenbucket

networkswhere there are possibly tens of thousandof
flows.

Thus, a coarsergranularity of classificationhas been
proposed where packetsare groupedinto several traffic
classeseachtreateddifferently This approachassumes
that packetsin the sameclasshave similar QoS require-
mentsno matterwhat flows they belongto. While this ag-
gregateclassificatiorscaledetterandhaslowerperpacket
complity, its performancguaranteearenotasstrongas
thosefor the perflow approach.

Currentefforts are focusedon aggre@atetraffic classi-
fication. Trying to combinethe advantagesof both ap-
proachessomeresearclefforts attemptto emulatethe be-
havior andperformanceof perflow basedmechanismin-
deranperaggr@ate-clasbasedramavork [32)].

In orderto provide InternetQoS,we needto describehe
propertiesof flows andaggrgatesaswell astheir service
requirementsThetokenbucketis themostcommonlyused
flow specification for examplein the form of the TSpec
[30]. The TSpeccombinesatokenbucketwith a peakrate
p, @ minimum policed unit m, anda maximumdatagram
size M. Theparameters/ andm areusedfor packeffil-
tering: a packetwhosesizeis lessthanm bytesis counted
asm bytesandary packetover M bytesis consideredut
of profile. The tokenbuckethasa bucketdepthb, anda
bucketrate r, with b specifyingthe maximumburst size
andr specifyingthemaximumservicerate. Whena packet
of length z is serviced,z bytesareremoved from the to-
kenbucket.If the bucketis empty the packetmustwait in
the queueuntil the bucketfills up with enoughtokens.In
implementationatokenbucketis oftenpairedwith aleaky
bucket. Figure1 illustratesthis. Servicerequirementgan
be specifiedin a variety forms, such as the RSpec[30]
which includesa servicerate (R) anda delayslackterm
(5).

The specificationf traffic andits desiredservicecan
be givenon a perflow basisor in servicelevel agreement



Figure2: End-to-endQoS

(SLA). An SLA is a servicecontractbetweena customer
and a serviceprovider. A customermay be an end user
(sourcedomain)or an adjacentupstreamdomain. In ad-
dition to the traffic specification,an SLA specifiesall the
aspectsof packetforwarding treatmentthat a customer
shouldreceve from its serviceprovider. Lesstechnical
contentsmay also definedin SLA such as pricing and
billing proceduresncluding refundsfor unexpectedser

vice failures, encryptionservicesprovided by the service
provider, authenticatiormechanismaisedto verify users,
andproceduresor re-ngyotiationor cancellatiorof the ser

vice. To facilitatethe establishmenof SLA, certainnego-

tiation mechanismis needed Althoughan SLA is deemed
to be relatively stable,it shouldbe updatedto reflectthe
change®f traffic patternandits desiredservice which re-

quiresare-ngyotiationof the SLA.

4 Frameworks

How can we achieve end-to-endQoS in the Internet?
Sincetoday’s Internetinterconnectanultiple administra-
tive domains(autonomoussystems(AS)), it is the con-
catenatiorof domain-to-domaimdataforwardingthat pro-
videsend-to-endQoSdelivery (Figure2). Althoughthere
are variety of choices,two major framaworks, integrated
services(IntServ) and DifferentiatedServices(DiffServ),
have emepged asthe principal architecturedor providing
InternetQosS.

4.1 Integrated Services(IntServ)

IntServ[7, 12] is a perflow basedQoS framawvork with
dynamicresourcaresenation. Its fundamentaphilosophy
is thatroutersneedto resere resourceén orderto provide
quantifiableQoSfor specifictraffic flows. RSVP(Resource
ReserationProtocol)[8] senesasa signalingprotocolfor
applicationto resere networkresources.

Figure3: RSVPsignaling

RSVPadoptsareceverinitiatedresenation stylewhich
is designedor amulticastervironmentandaccommodates
heterogenousecever serviceneeds.RSVPworks asfol-
lows (Fig. 3). The flow sourcesendsa PATH messageo
the intendedflow recever(s),specifyingthe characteristic
of thetraffic. AsthePATH messageropagatetowardsthe
recever(s),eachnetworkrouteralongtheway recordgath
characteristicsuchasavailable bandwidth. Uponrecev-
ing a PATH messagethe recever respondwith a RESV
messagdo requestresourcesalong the path recordedin
the PATH messagén reverseorderfrom the sendetto the
recever. Intermediaterouterscanacceptor rejectthe re-
questof the RESV message.If the requestis accepted,
link bandwidthandbuffer spaceareallocatedfor the flow,
and the flow-specific stateinformation is installedin the
routers. Reserationscanbe sharedalongbrancheof the
multicastdelivery trees.

RSVPtakesthe soft state approachwhich regardsthe
flow-specificresenationstateatroutersascachednforma-
tion thatis installedtemporarilyandshouldbe periodically
refreshedby the end hosts. Statethatis not refreshedis
removed after a timeoutperiod. If the route changesthe
refreshmessageautomaticallyinstall the necessangtate
alongthe new route. The soft state approacthelpsRSVP
to minimize the complity of connectionsetupand im-
provesrobustnesshut it canleadto increasedlow setup
timesandmessag®everhead.

TheIntServarchitectureaddstwo serviceclassego the
existing best-efort model, guaranteedservice and con-
trolled load service. Guaranteedervice[29] providesan
upperboundon end-to-endqueuingdelay This service
model is aimedto supportapplicationswith hard real-
time requirements.Controlled-loadservice[35] provides
a quality of servicesimilar to best-efort servicein anun-
derutilizednetwork, with almostno lossanddelay 1t is
aimedto sharethe aggr@ate bandwidthamongmultiple
traffic streamdn a controlledway underoverloadcondi-
tion.

By usingperflow resourceresenation, IntServcande-
liver fine-grainedQoS guarantees However, introducing
flow-specific statein the routersrepresentsa fundamen-
tal changeto the currentinternetarchitecture Particularly
in the Internetbackbonewherea hundredthousandlows
maybepresentthis maybedifficult to manageasarouter
may needto maintaina separatgueuefor eachflow.



AlthoughRSVPcanbeextendedo resene resourcesor
aggrgationof flows, mary peoplein the Internetcommu-
nity believe that IntServ framawork is more suitablefor
intra-domainQoS or for specializedapplicationssuchas
high-bandwidthflows. IntServalsofacesthe problemthat
incrementaldeploymentis only possiblefor controlled-
load service,while ubiquitousdeploymentis requiredfor
guaranteedervice makingit difficult to berealizedacross
the network.

4.2 Differ entiated Services(DiffServ)

To addressomeof the problemsassociateavith IntSery
differentiatedserviceqDiffServ)hasbeenproposedy the
IETF with scalabilityasthe maingoal. DiffServ[4, 25] is
a peraggr@ate-clasdbasedservicediscriminationframe-
work usingpackettagging[24]. Packettaggingusesitsin
the packetheaderto mark a packetfor preferentialtreat-
ment. In 1Pv4, the type-of-service(TOS) byte is used
to mark packets. The TOS byte [1] consistsof a 3-bit
precedencdield, a 4-bit field indicatingrequestgor min-
imum delay maximum throughput,maximum reliability
and minimum cost, and one unusedbit. However, these
bits were never widely used. DiffServ redefineghis byte
asthe DSfield, of which six bits makeup the DSCP(Dif-
ferentiatedServiceCodePointfield, andtheremainingwo
bitsareunused.Theinterpretatiorof theDSCPfield is cur
rently beingstandardizetyy the IETF.

DiffServ uses DSCP to selectthe perhop behaior
(PHB) a packetexperiencesat eachnode. A PHB is an
externally obsenable packetforwarding treatmentwhich
is usuallyspecifiedin a relative formatcomparedo other
PHBSs, such as relative weight for sharingbandwidthor
relative priority for dropping. The mappingof DSCPsto
PHBsat eachnodeis not fixed. Before a packetentersa
DiffServdomain,its DSCPfield is markedby theend-host
or the first-hop routeraccordingto the servicequality the
packetis requiredandentitledto receve. Within the Diff-
Servdomain,eachrouteronly needsto look at DSCPto
decidethe propertreatmentfor the packet. No comple
classificatioror perflow stateis needed.

DiffServ hastwo importantdesignprinciples, namely
pushingcompleity to the networkboundaryandthe sep-
arationof policy and supportingmechanisms. The net-
work boundaryrefersto applicationhosts,leaf (or first-
hop) routers,andedgerouters. Sincea networkboundary
hasrelative small numberof flows, it canperformopera-
tionsata fine granularity suchascomple packetclassifi-
cationandtraffic conditioning.In contrasta networkcore
routermayhave alargernumberof flows, it shouldperform
fastandsimpleoperations.The differentiationof network
boundaryandcorerouterss vital for thescalabilityof Diff-
Serv

The separatiorof control policy and supportingmech-
anismsallows theseto evolve independently DiffServ
only definesseveral perhop packetforwardingbehaiors

(PHBSs) as the basic building blocks for QoS provision-
ing, and leaves the control policy as an issuefor further
work. The control policy canbe changedas needed put
the supportingPHBs shouldbe keptrelatively stable. The
separationof thesetwo componentds key for the flexi-
bility of DiffServ A similar exampleis Internetrouting.
It hasvery simpleandstableforwardingoperationswhile
the constructionof routing tablesis complex and may be
performedby a variety of different protocols. (This of-
tenreflectsa software-hardwareplit, wherePHBsareim-
plementedn hardwarewhile the control policy is imple-
mentedn software.)

Currently DiffServprovidestwo servicemodelsbesides
besteffort. Premiumservice[20] is aguaranteegeakrate
service whichis optimizedfor very regulartraffic patterns
andofferssmallor no queuingdelay This modelcanpro-
vide absoluteQoSassuranceDneexampleof usingit is to
create'virtual leasedines”, with the purposeof saving the
costof building and maintaininga separatenetwork. As-
suredservice[19] is basedon statisticalprovisioning. It
tagspacketasln or Out accordingo their serviceprofiles.
In packetsare unlikely to be dropped,while Out packets
aredroppedirst if neededThis serviceprovidesarelatve
QoSassurancelt canbe usedto build “Olympic Service”
which hasgold, silverandbronzeservicelevels.

5 DataPath Mechanisms

Having outlinedthe frameworks, we will discussthe de-
tails of InternetQoS mechanismalong two major axes:
datapathandcontrol path. Datapathmechanismarethe
basicbuilding blocksonwhich InternetQoSis built. They
implementthe actionsthatroutersneedto takeon individ-
ual packetsijn orderto enforcedifferentlevels of service.
Controlpathmechanismareconcerneavith configuration
of networknodeswith respecto which packetgetspecial
treatmenwhatkind of rulesareto be appliedto the useof
resources.

We first discusshebasicdatapathoperationsn routers
(Fig. 4), including packetclassification,marking, meter
ing, policing, and shaping. Then we cover the two ba-
sic router mechanismsgueuemanagemenand schedul-
ing. They arecloselyrelated,but they addresgatherdif-
ferentperformancassued6]. Queuemanagemergontrols
the lengthof packetqueuedy droppingor markingpack-
etswhennecessargr appropriatewhile schedulingdeter
mineswhich packetto sendnext andis usedprimarily to
manageheallocationof bandwidthamongflows.

5.1 BasicPacketForwarding Operation

As a packetis receved, a packetclassifier determines
which flow or classit belongsto basedon the content
of someportion of the packetheaderaccordingto certain
specifiedrules. Therearetwo typesof classification:
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Figure4: Basicdatapathoperations

e General classification performs a transport-leel
signature-matchingasedon a tuple in the packet
header It is a processing-intense operation. This
function is neededat ary IntServ-capableouter In
DiffSery; it is referredas multifield (MF) classifica-
tion, andit is needednly at networkboundary

Bit-patternClassificationsortspacketbasedon only
onefield in the packetheadert is muchsimplerand
fasterthangeneralclassification.In DiffSery it is re-
ferredasbehaior aggr@ate(BA) classificatiorwhich
is basedonly on DS field. 1t is usedat networkcore
routers.

After classificationthe packetis passedo a logical in-
stanceof a traffic conditionerwhich may containa meter
marker shaperanddropper A markermarkscertainfield
in the packet,suchas DS field, to label the packettype
for differentialtreatmentater. A meteris usedto measure
thetemporalpropertief thetraffic streamagainsatraffic
profile. It decideghatthe packetis in profile or outof pro-
file, thenit passeshestateinformationto othertraffic con-
ditioning elementsOutof profile packetsanaybedropped,
remarkedfor a differentservice,or heldin a shapertem-
porarily until they becomein profile. In profile packetare
put in differentservicequeuesfor further processing.A
shapeiis to delaysomeor all of packetdn apacketstream
in orderto bring the streaminto compliancewith its traffic
profile. It usually hasa finite buffer, andpacketsmay be
discardedf thereis insufficientbuffer spaceo hold thede-
layedpackets.A droppercanbeimplementecasa special
caseof a shapemy settingshapebuffer sizeto zeropack-
ets. It just dropsout-of-profile packet. The function of a
dropperis known astraffic policing.

5.2 QueueManagement

One goal of InternetQoSis to control packetloss. 1t is
achieved mainly throughqueuemanagementPacketsget
lost for two reasons:damagedn transitor droppedwhen
network congested21]. Lossdueto damageis rare (<
1%), sopacketiossis oftena signalof networkcongestion.
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To controlandavoid networkcongestionwe needsome
mechanismbothatnetworkend-pointandatintermediate
routers.At networkend-pointswedependnthe TCPpro-
tocolwhichusesadaptve algorithmssuchasslow start,ad-
ditive increaseandmultiplicative decreaselnsiderouters,
queuemanagemenis used.Our goalsareto achieve high
throughputandlow delay The effectivenesscanbe mea-
suredby networkpower, which is the ratio of throughput
to delay

The buffer spacein the networkis designedo absorb
shorttermdataburstsratherthanbecontinuouslyoccupied.
Limiting thequeuesizecanhelpto reducethe packetdelay
bound.

Traditionally, packetsare droppedonly whenthe queue
is full. Eitherarriving packetsaredropped(tail drop),the
packetghathave beenin thequeuethelongestaredropped
(dropfront) or arandomlychoserpacketis discardedrom
the queue. Thereare two drawbackswith drop-on-full,
namelylock-out andfull queues.Lock-outdescribeghe
problemthat a single connectionor a few flows monopo-
lize queuespace preventing other connectionsrom get-
ting roomin the queue. The “full queue”problemrefers
to the tendeny of drop-on-full policiesto keepqueuesat
or nearmaximumoccupanyg for long periods. Lock-out
causesinfairnes®f resourcaisagewhile steady-statiarge
queuegesultsalongerdelay

To avoid thesetwo problemswe needactve queueman-
agemenwhich dropspacketdeforea queuebecomedull.
It allowsroutersto controlwhenandhow mary packetso
drop. An importantexampleof suchalgorithmis Random
Early Detection(RED) [16].

RED controlsthe averagequeuesize using time-based
exponentialdecay andit marks(or drops)arriving packets
probabilistically The probability of markingincreaseas
theestimatedweragequeuesizegrows. It useswo thresh-
olds: min,, andmax, (Fig. 5). Whenthe averagequeue
sizeis lessthatmin,,, no packetsaremarked.This should
bethenormalmodeof operation Whenthe averagequeue
sizeis greaterthatmax,, every arriving packetis marked.
This modeshouldoccuronly undercongestion Whenthe
averagequeuesizeis betweenmin,, andmax,, eachar



riving packetis markedwith a probability p, € [0, maxq,
wherep, is a function of the averagequeuesize. Thisis
the congestionavoidancephase. Packetsget markedin
proportionto the flow’s link share. RED hastwo impor-
tantpropertieslt avoidsglobalsynchronizatiorof TCP by
introducingrandomnesandit hasno biasagainstbursty
traffic.

RIO [11] refinesRED with In/Out bits. The idea of
RIO is to tag packetsasbeing“In” or “Out” accordingto
their serviceprofiles, and preferentiallydrop packetsthat
aretaggedasbeing“Out” if congestioroccurs.RIO uses
two setsof parameterspnefor In packetsandonefor Out
packets.The probability of markingan In packetdepends
onavg.in, the averagequeuesizefor In packetswhile the
probabilityof markinganOut packetdepend®navg_total,
theaveragetotal queuesizefor all (bothIn andOut) pack-
ets.

5.3 Scheduling

Packetdelaycontrolis animportantgoal of InternetQosS.
Packetdelay hasthree parts: propagation transmission,
andqueuingdelay Propagatiordelayis givenby the dis-
tance themediumandthe speedf light, roughly5 us/km.
The perhoptransmissiordelayis givenby the packetsize
divided by the link bandwidth. The queueingdelay is
the waiting time that a packetspendsin a queuebefore
it is transmitted. This delayis determinedmainly by the
schedulingolicy.

Besidesdelaycontrol,link sharingis anotherimportant
goalof scheduling The aggr@atebandwidthof alink can
be sharedamongmultiple entities,suchasdifferentorga-
nizations,multiple protocols(TCP, UDP), or multiple ser
vices(FTR telnet, real-timestreams).An overloadedink
shouldbesharedn acontrolledway, while anidle link can
beusedin arny proportion.

Although providing delayguaranteandrateguarantee,
arecrucialfor schedulingschedulingneedgo bekeptsim-
ple sinceit needsto be performedat packetarrival rates.
For example,at OC-48rates,a scheduleonly has100ns
perpacketto makea schedulinglecision.

Schedulingcan be performedon a perflow basisor a
pertraffic-classbasis. A combinationof thesetwo results
in a hierarchicalscheduling.Therearevariety of schedul-
ing disciplines[18, 31].

e FirstComeFirstSene (FCFS)isthesimplestschedul-
ing policy. It hasno flow or classdifferentiation,no
delayor rateguarantee.

Priority schedulingprovidesa separatgueuefor each
priority class.Basically it is a multiple-queueFCFS
schedulingdiscipline with the higher priority queue
beingsenedfirst. It hasacoarsegranularityclassdif-
ferentiation.But is hasno delayor rateguarantedor
individualflows.

e Weighted Fair Queuing (WFQ) is variation of
weightedroundrobin schedulingwherethe weights
are coupledwith resered link rates. It can provide
end-to-endlelayguarante®n a perflow basis.But it
cannotprovide separatalelay andrate guarantee A
resultingproblemof this is thata low bandwidthflow
will experiencehighdelay Therearemary variantsof
WFQ, mostof themcanbecomparedvith GPS(Gen-
eralizedProcessoBharing)[27], which is definedfor
afluid modelof traffic, andsenesasatheoreticrefer
encemodel.

EarliestDeadlineFirst (EDF) is a form of dynamic
priority scheduling. Eachpacketis assigneda send-
ing deadlinewhich is the sumof arrival time andde-
lay guaranteeCoupledwith traffic shapersEDF can
provide separateelayandrateguarantee.
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In this sectionwe discusghe controlpathmechanism-
cluding admissioncontrol, policy control, and bandwidth
brokers.

Control Path Mechanisms

6.1 Admission Control

Admissioncontrol [23, 22] implementsthe decisionalgo-
rithm thata routeror hostusesto determinewhethera new
traffic streamcanadmittedwithout impactingQoS assur
ancesgrantedearlier As eachtraffic streamneedscertain
amountof network resourceglink bandwidthand router
buffer space)for transferringdatafrom sourceto destina-
tion, admissioncontrol is usedto control the networkre-
sourceallocation. The goalis to correctlycomputethe ad-
missionregion, sincean algorithmthat unnecessarilye-
niesaccesgo flows thatcould have beensuccessfullyad-
mitted will underutilizenetworkresourcewhile an algo-
rithm thatincorrectly admitstoo mary flows will induce
QoSviolations.

Therearethreebasicapproachegor admissioncontrol:
deterministic,statistic,and measurement-base@he first
two usea priori estimation,while the later oneis based
on the currentmeasuremendf somecriteria parameters.
The deterministicapproachusesa worst-casecalculation
which disallows any QoS violation. It is acceptabldor
smoothtraffic flows, but it is inefficient for bursty flows
and leadsto a lower resourceutilization. Both statistical
and measurement-basegbproachallow a small probabil-
ity of occasionalQoSviolation to achieve a high resource
utilization.

6.2 Policy Control

Policy [28] specifiegheregulationof access$o networkre-
sourcesandservicesbasen administratve criteria. Poli-
ciescontrolwhichusersapplicationspr hostsshouldhave
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access$o whichresourceandserviceandundermwhatcon-
ditions. Insteadof configuringindividual networkdevices,
ISPsand corporateadministratorswould like to regulate
the network throughpolicy infrastructure which provide
supportdor allowing administratve intentionsto betrans-
latedinto differentialpackettreatmenbf traffic flows.

Figure 6 depictsa typical policy architecture Eachdo-
mainmaycontainoneor morepolicy senerswhosefunc-
tion is to makepolicy andconfigurationdecisiongor net-
work elements. The policy sener hasaccesgo a policy
databasé€possiblythroughLDAP or SQL) aswell asau-
thorizationand accountingdatabases.Each policy entry
specifiesa rule of “if certainconditionhappensthentake
certainaction”. A humannetwork operatorworking at a
managementonsolewould usea GUI managemerappli-
cationwhichinterfacego thepolicy senerthrougha setof
Policy API (PAPI). This allows the operatorto updateand
monitorpolicy changesn thepolicy database.

The policy sener consistsof a centralpolicy controller
(CPC)anda setof policy decisionpoints(PDP).PDPsare
responsibldor determiningwhich actionsareapplicableto
whichpacketsThe CPCisto ensureylobalconsisteng be-
tweendecisionanadeby the PDP's. The enforcemenand

Figure7: Bandwidthbroker

function of PDP and policy databasewhile edgerouters
sene asPEPs.

In its inter-domainrole, a bandwidthbrokernegotiates
with its neighbordomains setsup bilateralagreemenivith
eachof them,andsendsthe appropriateconfigurationpa-
rametersto the domain’s edgerouters(Fig. 7). Bilateral
agreemenineanghata bandwidthbrokeonly needgo co-
ordinatewith its adjacendomains.End-to-endQoSis pro-
vided by the concatenatiorof thesebilateral agreements
acrossdomains,togetherwith adequatentra-domainre-
sourceallocation.

Within adomain,abandwidthbrokerperformsresource
allocationthroughadmissioncontrol. The choiceof the
intra-domainalgorithmis independenof the inter-domain
negotiation.

Thearchitectureof a bandwidthbrokerbearssomesim-
ilarity to currentInternetrouting, in which BGP4 senes
asthe standardnter-domainrouterprotocol,mary choices
areavailablefor intra-domainrouting, andthe concatena-
tion of AS-to-AS (AutonomousSystems¥orwardingpro-
videsend-to-endiatadelivery.

executionof policy actionsaredoneby policy enforcement 7 Routing and QoS

points (PEP).PEPS aretypically colocatedwith packet-

forward componentssuchasborderrouters. PDPS inter-
actwith PEPS via CommonOpenPolicy Service(COPS)
[5]. PDPS5s push configurationinformation down to the
PEP5aswell asrespondo queriesfrom the PEPS.

6.3 Bandwidth Brokers

Up to now, we addresdnternetrouting and QoS as two
separatdssues,However, thereis evidencethat meging
routingwith QoScanresultin betterperformanceln this
section,we briefly review the efforts in this area,covering
traffic engineeringeonstraint-baserbuting[36], andmul-
tiprotocollabel switching(MPLS) [2].

A bandwidthbroker (BB) [26, 34] is a logical resource 7.1 Traffic Engineering

managemenentity that allocatesintra-domainresources

andarrangednter-domainagreementsA bandwidthbro- All QoSschemedry to provide differentiatedservicesin-
kerfor eachdomaincanbe configuredwith organizational deroverloadcondition. They differ little from best-efort
policies.andcontrolstheoperation®f edgerouters.In the serviceif theloadis light. Therearetwo reasondor net-
view of policy framework, abandwidthbrokerincludesthe work overloadingor congestionusagedemandsxceeding

7



the available network resourceor uneven distribution of
traffic. In thefirst casewe caneitherincreasehe network
capacityor limit usageby QoSmechanismsin the second
case Joaddistribution andbalancingmay help. Traffic en-
gineeringarrangedraffic flows so that congestiorcaused
by unevennetworkutilization canbe avoided.

7.2 Constraint-basedRouting

Currentinternetroutingis mainly basedn networktopol-
ogy. It tries to transfereachpacketalong the shortest
pathfrom the sourceto the destination. Constraint-based
routing is an extensionto the basictopology-basedout-
ing. It routespacketsbasedon multiple constraints.The
constrainsinclude network topology (shortestpath), net-
work resourceavailability information (mainly link avail-
ablebandwidth),flow QoSrequirementsandpolicy con-
straints.Constraint-basetbuting canhelpto provide bet-
ter performancandimprove networkutilization. But it is
muchmorecomple, mayconsumanmorenetworkresource
andmay leadto potentialroutinginstability.

7.3 MPLS

MPLS offers an alternatve to TP-level QOS. An MPLS

packethasa headerthat is sandwichedetweenthe link

layer headerand the network layer header The MPLS

headercontainsa 20-bit label, a three-bitclassof service
(COS)field, athree-bitlabel stackindicator, andaneight-
bittimetolive (TTL) field. WhenapacketenteranMPLS

domain,it is assignecan MPLS label which specifiesthe
paththe packetis to takewhile insidethe MPLS domain.
Throughoutheinterior of the MPLS domain,eachMPLS

router switchesthe packetto the outgoinginterfacebased
only onits MPLS label. At the sametime, the packetgets
markedwith a new label prior to transmission.The COS
field is usedto choosehecorrectservicequeueon the out-

going interface. At the egressto the MPLS domain, the
MPLS headeiis removed andthe packetis sentonits way
usingnormallP routing.

MPLS is a label-basednessagdorwardingmechanism.
By using labels, it can set up explicit routeswithin an
MPLS domain. A packets forwardingpathis completely
determinedy its MPLSIlabel. If apacketrosseall MPLS
domains,an end-to-endexplicit path can be established
for the packet. Label also senesas a fasterand efficient
methodfor packetclassificatiorandforwarding.

MPLS alsoalsoto route multiple networklayer proto-
colswithin thesamenetworkandcanbeusedasanefficient
tunnelingmechanismo implementraffic engineering.

For example the switchingtablesmustbe pusheddown
to the MPLS routersfrom a centralcontroller, similar to a
policy sener. Configuringthesetablescanbe quite com-
plex, which leadsto scalabilityproblems.

Scheduler

Request
Manager
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Figure8: Sener QoS

8 End HostSupport for QoS

All QoS mechanismsliscussedso far are operatewithin
routers. However, network QoS by itself is not sufficient
to deliver end-to-endQoS. End hostsupportfor QoS,in-
cluding sener QoS and applicationadaptation also play
animportantrole.

8.1 ServerQoS

Empirical evidence suggestghat overloadedseners can
have significantimpacton userperceved responsdime.
Furthermore,FIFO schedulingdone by seners can un-
dermineary QoS improvementsmadeby network since
a busy sener canindiscriminatelydrop high priority net-
work packets.Thereis anincreasingneedfor sener QoS
mechanismgo provide overloadprotectionandto enable
tiered(or differentiated)servicesupport.

Figure 8 gives a simple schemeto enablesener QoS
[3]. In this scheme,a requestmanagetis usedto inter-
ceptall requests.It classifiesthe requestsand placesthe
requestsn the appropriatequeue.To ensurethatsener is
not overloadedadmissioncontrolis usedby requesiman-
ager Requestlassificationandadmissioncontrol canbe
basedon a variety of policies. After the requestsare put
ontheappropriateggueue a schedulingprocessdetermines
theorderin which therequestareto be sened, andfeeds
thechoserrequestso thesener. Similar to the scheduling
in networkrouters differentpoliciescanbe adopted such
asstrict priority, weightedfair queuing or earliestdeadline
first.

8.2 Application Adaptation

Insteadof indicating requirementdo the networkvia re-
source reseration mechanisms,applicationscan adapt
their rateto the changingdelays packetiossandavailable
bandwidthin the network.
Playoutdelaycompensatiomllow applicationsto func-
tion with thelowestoveralldelayevenasthenetworkdelay
changes.A playoutbuffer is a queuefor arriving packets
emptiedat the playbackrate. It corvertsa variable-delay



packetnetworkinto a fixed delay andit hasto be large
enoughto compensatéor thedelayijitter.

For loss adaptation,several technigueshave beenex-
plored, suchas redundantransmissionjnterleaving, and
forwarderrorcorrection.

Bandwidthadaptatiordepend®n the media.For audio,
applicationscanchangethe audio codec,while video ap-
plicationscanadjusttheframerate,imagesizeandquality.

9 Conclusions

We have suneyedthe principalcomponentsf the current
InternetQoSarchitecture Scalabilityis a fundamentate-
quirementfor ary InternetQoSschemelt is anissuethat
impactsboth datapath and control path, including flow
andqueuemanagemennetworkdevice configuration ac-
countingandbilling, authorizationmonitoring,andpolicy
enforcementAggregationis onecommonsolutionto scal-
ing problemsput it comesatthe priceof looserguarantees
andcoarsemonitoringandcontrol.

By separatingof control policy from dataforwarding
mechanismswe can have a setof relative stablemecha-
nismson top of which InternetQoS canbe built. At the
sametime, we can easily adjustor add ary control pol-
icy whenever neededwith a simplere-configuratioror re-
mappingfrom policy to mechanismsAll supportingnech-
anismscanbekeptunchanged.

SincethelInternetcomprisesnultiple administratve do-
mains,inter-domainQoSandintra-domainQoScanbede-
signedseparatelyAt theinter-domainlevel, purebilateral
agreemenbasedn traffic aggr@ateis used. Within each
domain,variety of differentchoicescanbe adopted. The
concatenatiorf domain-to-domairdataforwarding pro-
videsend-to-endQoSdelivery.

Although importanttechnicalprogresshasbeenmade,
muchwork needgo be donebeforeQoSmechanismswill
bewidely deployed.In general pricing andbilling arethe
primaryissuegshatneedto beresohed. Onceservicesare
billed for, customerswill needto be ableto monitor that
the purchasederviceis meetingspecifications.

While adaptve applicationshave beenbuilt to respond
to changesn network performancejntegratinga mecha-
nismto adaptto price changesver time addsyet another
dimension.

Incorporating wireless transmissioninto the Internet
addsadditionalQoSissues suchas mobile setup,limited
bandwidth,andhandover.
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