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ABSTRACT
Most OS abstractions assume the CPU to be the fastest component in a given system and therefore do a significant amount of work in order to try to utilize slower peripherals as much as possible. In recent years though, single-core performance has stagnated, but the I/O-speeds are ever-increasing, and so are the number of cores per CPU. This results in application performance being held back by legacy abstractions which don’t scale well enough with today’s core counts and peripherals.

This challenges operating systems to provide more direct ways of interfacing with hardware. One proposal is the parakernel by Enberg et al., which aims remove the OS from the data plane by assigning partitions of hardware devices directly to applications and only multiplexing legacy devices [9].

This paper aims to provide a comprehensive overview of current problems and possible solutions within Linux, while also explaining some of the new technologies involved. Finally, it evaluates the parakernel proposal in this context.

1 INTRODUCTION
With I/O devices continuously getting faster operating systems have to perform more work in order to keep the hardware busy. But since single core performance has stagnated over the last years this task becomes increasingly difficult [11]. At the same time CPU architectures are getting increasingly complicated and less homogeneous [4].

This section outlines some of the shortcomings of current kernels related to legacy abstractions combined with modern hardware.

Section 2 then outlines some of the current solutions in Linux, followed by an overview of the parakernel architecture in section 3.

1.1 Device Queues
Traditionally most I/O devices use DMA to read and write their data. In the case of a network interface card (NIC) it writes a newly received packet into a region of memory owned by the kernel. The exact location is specified by a ring buffer of DMA descriptors. After writing is complete, the NIC generates an interrupt and the kernel network stack begins to process the received data.

This architecture worked well until network devices became too fast for one CPU core to handle. For example in data centers a 40Gbps NIC is nothing out of the ordinary anymore. One such card can receive a packet faster than the last-level cache access time on an Intel Sandy Bridge platform [14]. Even though these processors are now several generations old, newer models have not drastically decreased cache access times. On the networking front the problem has been made even worse now that 100Gbps interfaces are in use today and even faster ones will be widely available in the near future [9].

One optimization to reduce memory load is to skip the system memory entirely. Some high end network cards can write the received data directly into the last-level cache of the CPU. Therefore eliminating the comparatively slow DRAM. But this still does not change the fact, that one CPU core can no longer keep up with the network traffic [14].

Enter multi-queue NICs. Modern high performance network cards have more than one ring buffer of DMA descriptors. This allows the operating system to split the load of packet processing among multiple cores. In fact some even have so many available queues that virtually every application on a given system could have its own dedicated queue. For example an Intel X710 NIC which operates at 10Gbps has 1536 receive and transmit queues [13].

In the context of storage the numbers get even more extreme. The NVMe protocol, which is used for modern, high performance SSDs, specifies up to 65535 independent queues [18]. This would allow demanding applications to use even more than one queue.

The trend is definitely towards faster, smarter devices, which can service more requests in parallel and operating system design has to reflect that in order to fully utilize current and future hardware. Therefore, the OS has to provide applications with more direct access to hardware. This is something the parakernel aims to provide [9].

1.2 Legacy POSIX Abstractions
The Portable Operating System Interface (POSIX) standard was created more than 30 years ago to provide a common API between various UNIX and UNIX-like operating systems. This effort makes it theoretically easy to port applications between OSes and enables simpler cross platform development [12]. Since then, operating systems have evolved significantly in order to meet new and changing requirements of modern devices. Meanwhile, the POSIX standard has not evolved very much. This has some advantages, mainly that software which has been developed against the POSIX API should still work in the same way.

But as already mentioned, new kinds of hardware and new ways of interacting with hardware have emerged which are no longer covered. A recent survey of the usage of POSIX in modern environments like Ubuntu and OS X but also mobile platforms like Android was conducted by Atlidakis et al..

They found that only a relatively small portion of the vast number of POSIX functions were actively used by tested applications. Parts of the standard are not even implemented anymore, because they don’t apply to current hardware or are just not useful enough. Malicious applications are known to use some of these more obscure functions, because their implementations are often not well tested and are therefore more likely to contain bugs which can be exploited.
Furthermore, they found a distinctive lack of support for modern use cases, especially in relation to efficient hardware interaction. For example POSIX does not include any direct support for GPU related work. Instead, developers are relying on system-calls like `ioctl` that can be used to communicate with hardware in a very generic way. Userspace libraries like OpenGL then build on top of these to provide an actual graphics API. Atlidakis et al. even found, that these kinds of functions where some of the most frequently used one [3], which suggests that some new purpose built abstractions could improve usability and performance significantly.

One of the more recent additions to POSIX is asynchronous I/O, which seems like a step in the right direction, but adoption as been slow. This indicates that the API is not quite satisfactory [7].

### 1.3 Context Switches are Expensive

In recent years many assumptions about hardware which have been true for a long time have turned to no longer apply. One such assumption is, that system-calls are fast.

In 2018 two significant security vulnerabilities called Spectre [16] and Meltdown [17] changed this however.

Both of them rely on key principles of modern CPU design, namely out-of-order and speculative execution. This allows processors to change the order of the instructions of a program in order to minimize latency. The rationale behind this, is that not all instructions take the same amount of time and use the same parts of a CPU. For example if a variable is not already within a register the CPU it has to be loaded from memory, which takes time. Instead of waiting for the data to arrive other instructions which technically should be executed afterwards are being processed in the meantime. This improves performance dramatically since the time it takes for data to arrive from memory is more than several instructions.

The problem arises when the CPU executes something out of order that should not have been otherwise. For example if an instruction raises an exception, such as a division by zero, a context switch into the operating system is performed in order to deal with said exception. But while this is happening other instructions could already have been executed and changed the processors internal state. These changes should then be wiped because they could contain sensitive data, but as the Meltdown exploit shows, the hardware fails to do this correctly. Through clever cache accesses involving side channels this data can then be extracted and it is possible to leak arbitrary data, even from within kernel space and other processes [17].

Software mitigation for these kinds of hardware based vulnerabilities is difficult and performance costs are significant, ranging from 2% to 11% in the case of Spectre and Meltdown [19].

But even with some new generations of processors having some of these issues fixed in hardware new vulnerabilities like Fallout [6] are discovered and will likely pose a continuing problem for high performance applications.

Additionally, even with hardware mitigation the cost of context switches still does not disappear and therefore reducing their amount is a new priority for all operating systems in order to maximize performance and efficiency.

## 2 PREVIOUS WORK

The following section outlines how the problems described in section 1 can be solved or at least partially mitigated in Linux. Specific focus is placed on new alternatives to the regular network stack.

### 2.1 Zero-copy Architecture

As already mentioned in section 1.1, modern peripherals can be held back by DRAM latency and throughput. It is therefore imperative to try to eliminate unnecessary memory operations. One way to do this is by using a so called zero copy architecture. This means that data from an I/O device is written directly into a buffer that can be used by the application.

Traditionally the kernel multiplexes all hardware, because most devices can not be used in parallel. For example older network cards as mentioned previously, or storage devices. The operating system collects requests from userspace, potentially reorders them according to defined priorities and then issues them to the hardware sequentially. This involves at least one copy of the data from userspace into the kernel or for receiving data in the other direction.

Linux supports the `O_DIRECT` flag with the `open` system-call, which directly uses userspace buffers owned by the application without copying to/from the kernelspace. But this option comes with some caveats like needing specific support from the file system, requiring alignment considerations and other side effects, like bypassing the regular filesystem cache. This is not necessarily a problem for applications like databases which traditionally use their own caching mechanisms and only work with fixed block sizes. For most regular applications this is not the recommended way of doing I/O [1].

The availability of I/O devices with multiple independent queues gives a new incentive to try to build new APIs which are zero copy.

### 2.2 `io_uring`

The Linux kernel now provides three interfaces for asynchronous disk I/O: POSIX, the Linux specific `aio` and since recently `io_uring`. The latter addresses a lot of the issues and shortcomings of the previous methods. The `io_uring` subsystem uses ring buffers which are shared between the kernel and userspace. The big improvement is that an application can submit multiple I/O operations to the buffer without any system-calls. To then actually execute the requests, a system-call is necessary unless the application uses the polling mode, in which case the kernel periodically polls the queue and executes the operations without the need for a system-call.

Although `io_uring` is still very new and there are not a lot of applications using it yet, initial performance tests seem very promising [7]. Overall this approach is not too different from the way the parakernel works, with the exception, that the actual I/O operation is still done inside the kernel.

### 2.3 XDP and eBPF

#### 2.3.1 Introduction.

Linux offers a very flexible and capable network stack with lots of functionalities which comes at a not insignificant amount of overhead. But most applications only need a small subset of all these features. This is where XDP comes into play. XDP stands for eXpress Data Path and is a new technology that enables the Linux kernel to do its packet processing more efficiently.
It does this by allowing users to write custom packet processing software which will then be executed inside the kernel. In order to do this safely, the code is statically analyzed before runtime and only executed within a virtual machine. The used byte code is in a format called eBPF, which is an extension to the well known BSD Packet Filter, which has been around since the early nineties. But users do not have to write their programs in this format directly, instead they can use several higher level languages like C. The software is then dynamically compiled into eBPF and then native machine code, which is why this new approach is so much faster.

An eBPF program itself is stateless, meaning it does not have any persistent memory across executions, but in order to do more complex tasks, the kernel provides CPU local and global key/value stores called BPF maps. These can store complex data types, like arrays, hashmaps, trees or even pointers to other eBPF programs. They can be accessed by one eBPF program in different executions, multiple programs running in various places within the kernel or even the userspace. This enables easy interaction between programs, the kernel and the user.

But the kernel provides even more useful functions to eBPF programs, for example checksumming routines. It is necessary to provide such common functionality, otherwise many programs would have to re-implement them.

In order to remove as much of the overhead of the kernel network stack as possible, eBPF programs are executed directly after a packet arrives. Their return code then determines what happens to the packet. It can either be dropped, sent out the same interface again, passed to the regular kernel network stack or be redirected to a different network interface, a specific CPU or a new type of socket. The latter is the most interesting one, because it makes the packet processing in userspace while App 2 uses the legacy in kernel network stack and a regular POSIX socket.

2.3.2 Hardware offload. Modern NICs offer increasingly more offload capabilities. In fact many have programmable multicore processors, ASICs or even FPGAs onboard [10]. Since eBPF is an open standard it is possible to compile into a format which can be executed directly on a NIC, therefore removing kernel from the data plane entirely as demonstrated in figure 1b. This of course needs specific driver support, but such smart NICs are becoming increasingly common.

The parakernel will leverage this technology in order to remove itself completely from the data plane and let the NIC steer the packets directly to the correct process which will be explained in more detail in section 3.2.

2.3.3 Application level partitioning. But it is possible to take this concept even further. One could actually use XDP to do load balancing between multiple processes that serve the same application. This is possible because an eBPF program can decode the request headers of a packet and for a known partitioning scheme therefore steer it to the correct CPU core. Enberg et al. are currently working on a Memcache compatible Key-Value Store to demonstrate the viability of this approach [10].

2.4 Kernel Bypass with SPDK and DPDK

One obvious way of reducing context switches and eliminate the slow kernel network stack is to circumvent the kernel entirely. This can be accomplished with so called kernel bypass frameworks like the Storage Performance Development Kit (SPDK) [2] and the Data Plane Development Kit (DPDK) for networking [8]. They can be used by high performance applications to get exclusive access to I/O devices. By implementing a minimal network stack in userspace applications can drastically improve performance by eliminating context switches, per-packet memory allocation and locking, tasks usually performed by the kernel [10].

Also, they do no longer need to use system-call intensive POSIX sockets but instead get the packets directly written into buffers within the memory of the application. Since one CPU core is still often not fast enough, applications usually dedicate several cores to packet processing, each with access to its own hardware queue.
Figure 1c illustrates that the kernel is not taking part in any of the data plane operations.

But bypassing the kernel comes with some significant drawbacks. By design the application gets exclusive access to the device, which means in case of a network card that the server likely needs a secondary interface for managing purposes, increasing the amount of switches and other network infrastructure. In case of storage, the system needs a dedicated boot disk and independent data drives. This might not be a huge issue, but is something to be aware of.

A much bigger concern is that applications need to implement their own drivers, since the kernel is no longer involved. This increases complexity and ties the software closer to the used hardware, potentially requiring more work in order to run the application on newer hardware.

Debugging and security auditing is more difficult, since many well tested tools and methodologies can not be used without the kernel interfacing with the hardware.

Even though kernel bypass is currently one of the fastest ways of doing I/O, hardware offloaded XDP has some potential performance benefits over it. Mainly that the CPU cores assigned to packet processing still need to direct the data to the right cores which will then serve the actual requests. Depending on memory topology and structure of the application this could require copying the data or accessing it using NUMA. With XDP done by the network card it is possible to always write the data directly into the local memory of the core which will then serve the request [10].

3 PARAKERNEL

After outlining current problems with modern hardware and old abstractions in section 1 and explaining some solutions which are available today within Linux in section 2, this section will now introduce the parakernel architecture. Conceptualized last year by Enberg et al., this new design aims to solve all the mentioned issues and provide a more scalable and performant kernel design, for current and future hardware [9].

3.1 Multikernel Architecture

Enberg et al. describe their parakernel design as comparable to multikernels with the exception that the parakernel tries not to take part in any data plane operations [9].

In a monolithic kernel the kernel address space is shared between all cores. So if a process tries to acquire a shared resource, the kernel uses locking to ensure that no other process is currently using the same resource. This synchronization becomes increasingly expensive with growing CPU core counts and system memory. For example the memory allocation code has to ensure that the same page of memory does not get allocated by two different processes.

But modern CPU architectures introduce even more complications. Many servers have more than one physical processor, resulting in multiple memory controllers, in the simplest case on per CPU. With nonuniform memory access (NUMA) each CPU can access the entire memory, no matter if it is directly connect to itself or not. Accessing non-local memory introduces more latency and also potential bandwidth problems since the CPU interconnects are limited in their throughput.

Recent CPUs take this even further by being composed of multiple clusters of processing cores. While some clusters have a memory controller, others may not and only be able to access memory through the CPU internal interconnects. This further complicates memory allocation and scheduling policies.

Such networked topologies are similar to distributed systems which is where the inspiration for the multikernel comes from. Rather than seeing all state as implicitly shared, it is explicitly replicated. This is done by message passing, which can be implemented very efficiently and further optimized by batching messages and pipelining [4].

Essentially each CPU core is running its own OS instance and only working with its partitioned hardware slice. For DRAM this task can easily be accomplished by the MMU. I/O devices are a bit more complicated and this is where the parakernel differentiates itself. Namely, by leveraging modern hardware capabilities and partitioning these previously shared devices [9].

3.2 Partition Devices

Modern devices are able to execute more than one operation in parallel, by using multiple queues as explained in section 1.1. The parakernel design allows applications to directly interface with these queues rather than to pass the data through kernel buffers. Since DMA uses physical memory addresses it is crucial for stability and security that the memory locations are in fact valid.

This needs to be enforced by the kernel. An application wanting to use the network has to register dedicated buffers with the kernel through a system-call. The parakernel then verifies if the request itself is valid, for example that a requested port is not already in use or the buffer is of the correct size and possibly alignment. If everything is correct the hardware then gets partitioned accordingly and the application can now use its slice without further interaction with the kernel.

Of course the hardware needs to be able to direct data into the right queues. Until recently, most network cards only supported relatively basic rules about where to steer traffic. But fully programmable NICs are becoming increasingly common and can be used make this architecture possible. Devices will be partitioned by using eBPF programs to direct the network traffic, similar to Linux with hardware offloaded XDP as explained in section 2.3.

The parakernel design aims to remove the kernel from data plane operations, but this is only possible if the hardware is able to be partitioned. Legacy devices like SATA drives or hardware timers can not be shared between applications safely. In these cases the parakernel multiplexes the devices just like Linux is operating today [9].

3.3 Eliminate Legacy Abstractions

Many applications today use blocking system-calls and therefore multiple kernel threads in order to increase CPU utilization and performance. But this comes with significant overhead due to context switches as explained in section 1.3.

In order to reduce these as much as possible the parakernel provides no API for kernel threads. Therefore, applications have to be implemented as potentially multiple processes all running on their dedicated CPU core. In order to increase concurrency, software
has to use an asynchronous design pattern like fibers or coroutines. Consequently, all system-calls are asynchronous as well.

This API design is optimal for the thread-per-core pattern in which an application consists out the same number of threads, as processor cores. By utilizing thread pinning the amount of scheduling and context switches can be minimized, which results in a more consistent tail-latency. In the parakernel model, this has to be implemented with processes, because threads are not available. This pattern is mostly used by high performance and latency sensitive applications like key/value stores.

The parakernel will not provide POSIX compatibility directly. Instead, userspace libraries can implement a POSIX layer on top of the provided kernel API to provide backwards compatibility with legacy applications.

Memory management is tailored towards low latency server applications. This includes easy access to memory which can not be swapped out and eliminating implicitly blocking memory mapped I/O. Enberg et al. argue that applications are better off doing their own caching, than the kernel guessing what data will be needed next [9].

3.4 Security
Monolithic kernels have always been considered to be potentially less secure than micro kernels, simply because they contain a larger trusted computing base (TCB) and are therefore more likely to contain bugs. Even though it is theoretically possible to verify an entire kernel, the amount of work required and the special design process necessary to do this are so complicated and labor intensive that even verifying a micro kernel can take years. It is therefore not practical and might not even be possible to verify a bigger kernel [15].

Regardless of this unfortunate reality, the initial assumption still holds. The smaller the kernel is and the less complicated operations it has to perform, the easier it is for developers to fully grasp all aspects of it and therefore potentially make fewer mistakes implementing it. Even in the event of a bug, finding its cause is simpler and therefore a smaller TCB is still potentially more secure than a larger one [5].

The parakernel leverages this principle and aims to be more secure, because of its smaller TCB [9].

4 CONCLUSION
With growing core counts and increasingly complex memory hierarchies, the overhead caused by system wide synchronization continually increases. By dividing the hardware into smaller, more independent partitions, a significant amount of otherwise necessary synchronization can be eliminated entirely. This architecture will allow the parakernel to run more efficiently on current and future multi-core systems.

At the same time, the parakernel eliminates legacy abstractions, which waste memory bandwidth, because they are not implemented as a zero-copy architecture. Furthermore they waste CPU cycles, because they require many system-calls, which cause context switches. And finally, legacy abstractions are built around the concept, that the operating system has to multiplex all hardware, but with current devices this is no longer necessary. Network cards and SSDs can be partitioned between applications securely, without further interaction with the kernel. This eliminates the operating system from the data plane and therefore saves context switches, memory copies and reduces latency.

In order to save as many context switches as possible, the parakernel embraces a process-per-core pattern for software design. This means there is no API for kernel threads, instead applications use asynchronous primitives, like coroutines or fibers. Consequently all system-calls are non-blocking as well, which increases the difficulty of writing applications compared to a more classic pattern with a thread pool and blocking I/O. But with good support from libraries, managed runtimes and modern languages this inconvenience can be minimized [9]. Furthermore many high performance applications are already using an asynchronous thread-per-core model today [10].

Regardless of all these new and improved APIs, POSIX compatibility is still a desirable feature, since many applications are currently relying on it. This can be achieved by implementing POSIX in userspace libraries, which is already an established way of doing this [9].

Overall, the parakernel has a smaller API, and therefore TCB, than a traditional monolithic kernel like Linux. Combined with an implementation in a high-level language like Rust it can therefore be more secure [9].

Ultimately Linux can already do a lot of the things, if explicitly requested, that the parakernel does by design, like CPU local memory, thread pinning and even asynchronous I/O with io_uring and hardware offloaded XDP [10].

So the questions comes down to, ‘How much quicker and more scalable can a kernel which is designed from the ground up with these modern problems in mind, be in comparison to a monolithic kernel like Linux.’ The team around Enberg et al. is currently working on a prototype OS, which will ultimately have to answer that question [9].
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